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Case Study
Estimating Algorithms for Prediction and Spread 
of a Factor as a Pandemic: A Case Study of Global 
COVID-19 Prevalence

Background: This paper aims to present open-source computer simulation programs developed 
to simulate, track, and estimate the COVID-19 outbreak.

Methods: The programs included two separate parts, one set of programs built in Simulink 
with a block diagram display, and another one coded as a script in MATLAB R2020b. The 
mathematical model used in this package was the suspectable-infected-removed (SIR), 
suspectable-exposed-infected-removed (SEIR), and susceptible-exposed-infected-recovered-
deceased (SEIRD) models represented by a set of differential-algebraic equations. It can be 
easily modified to develop new models for the problem. A generalized method was adopted to 
simulate worldwide outbreaks in an efficient, fast, and simple way. 

Results: To get a good tracking of the virus spread, a sum of sigmoid functions was proposed 
to capture any dynamic changes in the data. The parameters used for the input (infection and 
recovery rate functions) were computed using the parameter estimation tool in MATLAB. 
Several statistical methods were applied for the rate function, including linear, Mean±SD and 
root mean square (RMS). In addition, an adaptive neuro-fuzzy inference system (ANFIS) was 
employed and proposed to train the model and predict its output.

Conclusion: This procedure is presented in such a way that it can be generalized and applied 
in other parts and applications of estimating the scenarios of an event, including the potential of 
several models, including suspectable-infected-removed (SIR), which is sensitive to pollution, 
etc. This program can be used as an educational tool or for research studies and this article 
promises some lasting contributions in the field of COVID-19. 
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Introduction

pandemic is an epidemic of a disease that 
has exceeded the borders of several con-
tinents [1]. This is also called a global 
epidemic. Throughout history, several 
pandemics exist, the most well-known 
of which are smallpox, tuberculosis, and 

cholera [2]. One of the most horrific pandemics was the 
Black Death, also known as the plague, which killed 75–
200 million people in the 14th century [3]. Diseases, such 
as AIDS and COVID-19 are examples of the pandemic 
in the current era [4]. Before the COVID-19 pandemic, 
one of the most famed pandemics in modern times was 
the 2009 swine flu outbreak. A pandemic is an epidemic 
that transcends international borders and affects a large 
number of people [5]. 

COVID-19 was first identified in Wuhan, Hubei Prov-
ince, China in December 2019. So far, more than 200 
countries and territories have been affected by the dis-
ease, with major outbreaks occurring in China, Iran, the 
United States, Italy, and Spain [6]. On March 11, 2020, 
the World Health Organization (WHO) declared COV-
ID-19 a pandemic [7].

Various border controls have been implemented to con-
tain the global COVID-19 pandemic, including airport 
detection and travel restrictions in several countries [8]. 
Computer modeling may help scientists project the virus 
spread among people; therefore, they can design a more 
effective plan to control them. 

In the research, they found that calculations may have 
reduced the spread ratio of mainland China to other 
countries, but were insufficient to contain the global 
expansion of COVID-19. As most cases were spread 
during the asymptomatic induction period, our results 
suggest that fast-tracking of transmissions within the 
hotspots and at import sites is necessary to restrict hu-
man-to-human transmission outside mainland China [9]. 

One way to predict the dynamic outbreak of an epidem-
ic is to use computer simulations following the math-
ematical model of an epidemic. In the literature, several 
analytical methods for epidemic modeling have been 
proposed, including the suspectable-infected-removed 
(SIR) model, the suspectable-exposed-infected-removed 
(SEIR) model, the susceptible-infectious-recovered-
deceased susceptible infected recovered dead (SIRD) 
model, and SEIR and susceptible-exposed-infected-re-
covered-deceased (SEIRD) derivative fractions models 
[10]. 

While some recent studies have addressed this epidem-
ic with the development of simulation codes, the need to 
develop open-source computer programs to simulate the 
dynamic spread time of the virus is intensely felt [11]. A 
reputable reference, called CHIME (COVID-19 hospital 
impact model for epidemics), also offers a Python-based 
program for hospital use. It is of paramount value to pro-
vide tutorial programs that demonstrate a mathematical 
model of the virus outbreak by the encrypted scripts in a 
block diagram [12, 13]. 

To analyze the recent deadly pandemic severe acute 
respiratory syndrome coronavirus 2 (Sars-Cov-2), the 
mathematical model containing the whole population 
is partitioned into five different compartments, repre-
sented by the SEIQR model. This current model espe-
cially contains the quarantined class and the immunity 
loss factor [14]. The basic reproduction that indicates 
the behavior of the disease is also estimated by the use 
of the next-generation matrix method [15]. A numerical 
simulation of this model is provided, the results are ana-
lyzed by theoretically strong numerical methods, and the 
known computational tool MATLAB Simulink R2020b 
is also used to visualize the results. Validation of results 
by MATLAB Simulink R2020b and numerical methods 
shows that this model and adopted methodology are ap-
propriate and accurate and can be used for further predic-
tions on COVID-19 [16]. 

One of the broad platforms employed to examine the 
dynamic behavior of a system is simulation/MATLAB. 
It has been widely used by many academic research-
ers in various fields to simulate dynamic systems using 
time domain simulations. A dynamic system, such as 
the spread of COVID-19, can be mathematically mod-
eled by either a set of differential equations or a set of 
differential-algebraic equations depending on the model 
used. The main challenge with such simulations is to es-
timate the parameters in the model. For example, the rate 
of infection and recovery for a SIR model are the two 
input parameters to the model, while the model outputs 
are system state variables. The force of infection can be 
estimated from one of the models used in epidemiology, 
multiple models are used in epidemiology to simulate 
the forecasting and the spreading of a specific pandemic, 
some use fractional derivatives and others use ordinary 
differential equations, some with vaccination, and some 
with deceased cases. The definition and derivation of the 
first epidemic model, which is the SIR (susceptible cases 
of the disease, infectious cases of the disease, recovered 
cases of the disease) model, was by Kermack [17] and 
the models derived from this model were used to fore-
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cast lots of diseases, such as Ebola virus spread as Osem-
winyen, Kamara, and Zhu, and with vaccination as [18].

Since only preliminary data exist to compare (con-
firmed cases of reported infection), the parameters of in-
fection rate and the recovery rate can be estimated, such 
that the two outputs (reported and simulated cases) are 
equal and the difference is as close to zero as possible. 
However, parameter estimation may fail in many cases 
due to limitations imposed on the parameter, unknown 
initial values of the parameters, and or sudden surges in 
the reported data [11]. 

One observation of the proposed models in the litera-
ture is that the exponential function mathematically is a 
major part of the estimation. This is because the problem 
is nonlinear and the exponential function can show rates 
of increase or decrease depending on the sign and the ex-
ponent. When a plethora of dynamic changes is observed 
in data on the reported case or another wave of pandemic 
emerges, a challenge arises as simulation attempts to ac-
curately track the data and estimate imminent outbreaks. 

This requires variable inputs with multi-step functions 
to change their parameters whenever the changes in data 
rates are significant. Through this strategy, the program 
can solve the problem even when the infection data 
changes its level at different levels.

Another study revealed that consecutive travel restric-
tions to Wuhan, China reduced the disease transmission 
rate by 81% and 71% as of February 15, 2020, compared 
to no border restrictions. Border controls are hence un-
likely to be involved in the pandemic but can delay the 
release of COVID-19 cases at an early stage of release 
[12]. 

Less than two months since the first international re-
ports on COVID-19 in China, international flights spread 
the initial cases to 26 countries. For example, on Febru-
ary 21, 2020, these countries reported 556 confirmed 
cases. To this end, airport controlling and monitoring has 
attained particular importance to limit the global spread 
of COVID-19, the crucial method of its transmission 
which is to travel to this country and return directly or 
indirectly to the country of origin. 

Therefore, the diagnosis of the symptoms of incoming 
passengers at airports has been implemented in several 
countries, and therefore it is clear that given the incuba-
tion period may last up to 14 days, a large portion of the 
incoming passengers are not identified as they do not ex-
hibit the symptoms of the disease. For this reason, in set-

ting our forecast model, two scenarios are considered for 
individuals with symptoms, namely the first therapeutic 
visit and hospitalization.

This paper was conducted to present open-source com-
puter simulation programs developed to simulate, track, 
and estimate the COVID-19 outbreak. For this reason, in 
this research, this issue is analyzed and explored using 
software. 

Methods

In this research, using various open-source programs, a 
method was proposed to track and estimate the spread of 
the virus around the globe in a simplified, efficient, and 
fast method. The proposed method is implemented using 
SIR and SEIR model models and coded under Simulink/
MATLAB R2020b.

Points are automatically extracted from the data ac-
cording to various statistics when data change dynami-
cally. The number of exponential branches for rate func-
tions remains up for the user’s selection because each 
data has its own specific needs from the parameters. The 
data is extracted from a valid source and is updated daily 
for all countries of the world. The user enters the country 
name as the input and executes the model with optional 
adjustable settings. Using an adaptive neuro-fuzzy infer-
ence system (ANFIS), the outbreak in China was simu-
lated in Simulink, as the site where it was first identified 
and as the case study model for Asia, and the outbreak 
in Italy, as a case study in Europe using both standard 
mathematical models and the ANFIS.

Proposed model

Since the procedure developed in this paper aims to 
simulate any outbreak with potentially multiple dynamic 
changes in reported cases, an approach that applies to all 
possible scenarios is highly desirable. The reported data 
used for comparison are confirmed and measured as dai-
ly infection cases (m) or cumulative cases of infections 
(cm). These are nonlinear curves and can be represented 
by an exponential formula, such as Equation 1:

1. dS
dt

β
N SI=-

dI
dt

β
N SI-γI=

dR
dt γI=

Sigmoid function= 1
1+e-a(t-c)
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Where a denotes the increasing exponent that can be 
positive and negative, and c is a time constant. Regard-
less of the signs of the parameters representing physical 
components, the aforementioned function is always pos-
itive. When a notable change is observed in the reported 
data, the sigmoid function adapts its value to achieve 
new values for the parameters. In other words, the pro-
posed rate function includes several branches of sigmoid 
functions. Each of them has a different increase and time 
constant. The aggregation final rate function of these 
functions is a branch as expressed in Equation 2 [5].

2. Rate function (1)=
1+e-a(t-c(i)

i=1

n g(i)∑

Where g is the gain of the branch, and for simplicity, 
the parameter a is assumed to be constant for estima-
tion. The time parameter of c is represented by a vector 
whose elements can be manually selected or estimated. 
The length of this vector represents the branches of the 
sigmoid function, i.e. the iteration in the rate function 
(Equation 2). The culminating sigmoid function can be 
further generalized by subtracting the function of the 
previous sigmoid from what is intended. The following 
rate function is used for the latter concept with a gener-
alized/improvement rate function to track the problem. 
The greater the number of branches (n), the smoother 
and better the correspondence between the reported data 
and the simulated graph.

3. Rate function (2)=∑((f1)+(f2)+(f3))

(a). 
g(i)

1+e-a(t-0) - g(i+1)
1+e-a(t-c(1)) |,i=1f1=|

(b). 
g(i)

1+e-a(t-0) - g(i+1)
1+e-a(t-c(1)) | ,i≠{1,n}f2=∑

i=2

n-1
|

(c). f3=
g(i)

1+e-a(t-c(i)) ,i=n

For the estimation problem, the above function should 
be multiplied by an exponent component with a nega-
tive sign to reduce the curve if the epidemic has not yet 
passed its peak. Parameters other than the new compo-
nents are also estimated by the solver. If the power is 
zero, the function will be as the Equation 3. However, 
each non-zero representative leads to different case stud-
ies, such as standard, upper-bound, and lower-bound 
estimates. The Equation 4 can be used to estimate the 
parameters with any optional scenario.

4. Rate function (3)=∑(f1)+(f2)+(f3))×e-pt+q

Where q and p, are parameters to be estimated. Since 
the recovery function, unlike the infection function, has 
a constant change rate given the lack of vaccine at pres-

ent, this function can be represented with only a sigmoid 
function or even more simply as a fixed parameter. It 
is worth noting by the program that if a=0 in the rate 
function, the sigmoid functions become a sum-step func-
tion. The lower the exponent of the sigmoid function, the 
steeper the curve, and vice versa. 

Illustrates the proposed concept for different values  
of a, where S in the figure refers to a step function. For 
the initial values of the parameters, a method that sat-
isfies all potential outbreaks is required. An efficient 
method is to use a confirmed infection ratio (lm [t]/lm 
[t-1]) and normalize the ratio in the range between zero 
and one. This value is used for the gain parameters of 
sigmoid branches, i.e. g in Equation 2 for temporal pa-
rameters. Therefore, one of the following methods can 
be employed to this end, and due to its generality and 
simplicity, the second method is considered the standard 
method of programs. In MATLAB R2020b, a function 
called “MaxNumChanges” is provided to determine 
some useful statistical information with the Linear rela-
tion (𝑙𝑖𝑛𝑒𝑎𝑟), Root-mean square relationship (RMS) and 
Semantic Mean±SD. The first technique is considered 
an elementary tool to determine the initial time, but it 
can be easily renamed to other techniques by changing 
its name. Figure 1 shows these concepts assuming maxi-
mum variations of 2, 3, 5, and 10. Increasing this value 
provides better output matching and parameter estima-
tion. In many cases, it has been reported that 3-5 changes 
(also representing the number of sigmoid branches) are 
sufficient for this problem. However, it remains for the 
user to select the number of change points to adjust the 
estimate for each outbreak.

3. Results

To evaluate the proposed model, 2-5 shows some re-
sults obtained from the coronavirus outbreak in Iran, 
Iraq, Turkey, Afghanistan, China, and England for es-
timation. This outbreak was chosen due to the many 
dynamic changes in the number of reported cases to 
demonstrate the ability of the programs to simulate such 
a problem. As shown in the Figures, the programs can 
be used to simulate epidemics in different scenarios and 
confidence intervals at different times. By applying new 
measures, it is easy to see the effect of these control ef-
forts in future estimates. 

Detailed models (suspectable-exposed-infected-re-
moved [SEIR], susceptible infected recovered dead 
[SIRD], and susceptible-exposed-infected-recovered-
deceased [SEIRD])
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As explained above, the above model does not provide 
information about people at risk of infection who have 
not yet been identified simply because they are yet to 
be confirmed. It also does not provide any information 
on closed cases of infected people who have died. An 
exposed variable can be added to the SIR model to form 
a SEIR model of recovery, while an end variable (death) 
can also be added to the SEIR model to form the SEIRD 
model. This model is more general and is accepted in 
this section. The differential Equations of this model are 
as follows (Equations 5-9):

5. dS
dt

β
N SI=-

6. 
dE
dt

β
N SI-γE=-

7. dI
dt λE-γI-δI=

8. dR
dt γI=

9. dD
dt δI=

Figure 1. SIR models to simulate virus outbreak with three sigmoid sub-branches (blue corresponding to the input for “sus-
ceptible” cases [β], red corresponding to the input for “infectious” cases, and green corresponding to the input for “enhanced” 
cases [ϒ]) (upper) and bottom figure showing details of neuro-fuzzy adaptive SIR model
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Where E refers to the exposed state variable, D de-
notes the deceased population. The sum of the above 
relations (8, 9) must be zero while the sum of the state 
variables must be constant and equal to the population: 
N=S+E+I+R+D

Several applications are added to Sigmoid, including 
SEIR, SEIRD, and SEIRD, designed and coded in Simu-
link and MATLAB. It is noteworthy that the actual data 
collected should be used as input to this model. This data 
is stored in Excel spreadsheets and a block in Simulink 
allows us to import data from external sources and gen-
erate a custom signal. 

This block is called a “signal generator”. The ratio be-
tween daily deaths and daily infections is used to indi-
cate mortality. This signal is a real data-based signal that 
is multiplied by a simulated infectious signal to integrate 
and form a cumulative dead variable using an integral 
block in Simulink. In the Figure 2, orange is used for 
the “exposed” and dark red is used for the “dead” com-

partments. The process of optimizing the parameters and 
numerical outputs is not depicted here due to its similar-
ity to the SIR model. This section aims to show how to 
configure and edit the SIR model to build a new model. 
Therefore, in the initial design of this model, a set of step 
functions was used instead of sigmoid functions to pro-
vide more normal diagrams.

Simulation with control measures

Complete or partial lockdown, social distancing, and 
controlling sporting conditions can affect the spread of 
the virus, and if these steps are applied in advance, the 
corresponding curve is flattened sooner. In the Simulink 
model, all these control actions can be represented, and 
hence simulated, using a step function (or sigmoid func-
tion). These controls affect the rate of infection and re-
duce beta function. On the other hand, the production of 
a vaccine or the inclusion of other methods to improve 
or reduce the rate of disease (such as providing all the 
necessary ventilation equipment for hospitals) affects 

Figure 2. Simulation of the corona outbreak with multiple dynamic changes in the reported data of Iran in 2020 (left) simulated 
infection plot (right) and cumulative plot

Figure 3. Simulation of the corona outbreak with multiple dynamic changes in the reported data of Turkey in 2020 (left) simu-
lated infection plot (right) and cumulative plot
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the parameter of the recovery rate. As a result, with each 
change in these two parameters, the reproduction ratio 
decreases and the effect of response delay on the curve 
is also readily evident in Simulink. This can be achieved 
by adding a delay block to the infection function. There-
fore, more details about the model are needed for this 
problem.

The educational value of simCOVID 

SimCOVID is an open-source package used to simu-
late, track, and estimate an outbreak that comes with 
editable files and codes. The MATLAB programs were 
simply coded; only one main script exists for everything 
(reading data, parameter estimation, solving DEs, and 
plotting). The data itself comes from the source as an 
Excel sheet. A generalized method is adopted to reduce 
the user’s actions to solve the problem. Changing the 
model from one to another is also straightforward; the 
new equations, initial values, and their limits are ap-
pended to the existing equations. After optimizing the 

parameters, the adaptive neuro-fuzzy inference system 
toolbox is used to generate seven fuzzy rules for each 
output. The membership function used in this training is 
the Gaussian function. 

Discussion 

This study was conducted to present an open-source 
toolbox to model, simulate, and estimate the outbreak of 
COVID-19.

The models used in the previous sections were based 
on the mathematical model of the problem. It is also 
possible to build a machine learning procedure to simu-
late the same system using model input and output data. 
Simulink provides the user with a neural-fuzzy adaptive 
toolbox to automatically generate fuzzy rules based on 
the data training. Lin et al. provide a detailed explanation 
of the technique in which the same method is employed. 
Using a basic SIR model built into Simulink with vari-

Figure 4. Simulation of the corona outbreak with multiple dynamic changes in the reported data of China in 2020 (left) simu-
lated infection plot (right) and cumulative plot

Figure 5. Simulation of the corona outbreak with multiple dynamic changes in the reported data of the United Kingdom in 
2020 (left) simulated infection plot (right) and cumulative plot

http://jrh.gmu.ac.ir
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able infection rates and constant recovery rates, the mod-
el is taught using input data [13]. 

Input can be the infection rate, the recovery rate, or a 
combination of both in Figure 10. The output can be the 
infected or its cumulative function. In the present study, 
the beta function and its derivative are used as input 
variables to the ANFIS model, while variables for infec-
tious and cumulative cases are selected for output in two 
different training processes. The ANFIS model makes 
it possible to use only one output for each block. Two 
separate processes should be employed to generate two 
blocks of ANFIS for two outputs. More outputs require 
more ANFIS blocks [14]. Recovery performance is con-
stant as proposed in the study [10], while infection rate is 
defined as a treatment variable.

By optimizing the parameters, the ANFIS toolbox is 
used to generate seven fuzzy rules for each output. The 
membership function used in this training procedure is 
the Gaussian function Figure 2, Figure 3, Figure 4 and 
Figure 5, demonstrate the training iterations, fuzzy rules, 
and output of the ANFIS model for cumulative and 
infectious variables, respectively. Figure 3 shows the 
Simulink model for the ANFIS blocks in this simulation. 
These rules, if used, are used to simulate COVID-19 out-
breaks in China, the results of which are shown in Figure 
4 and Figure 5 plot the values of infection and recovery 
parameters that produce acceptable output results, which 
can also be enriched or improved in a process known as 
updating. The beta function can be used in more detail 
and complexity to improve the accuracy and efficiency 
of the result-extraction procedure [15]. 

Conclusion

The present study was conducted to present an open-
source toolbox to model, simulate, and estimate the 
outbreak of COVID-19. This procedure is presented in 
such a way that it can be generalized and applied in oth-
er applications on estimating the scenarios of an event, 
including the potential of several models. Furthermore, 
several statistical procedures were employed to deter-
mine the optimal time parameters for sigmoid functions. 
In addition, an ANFIS was used to generate model out-
put based on some of the training tasks applied to the 
system. This article promises some lasting contributions 
to the field of COVID-19. This program can be used as 
an educational tool or for research studies.
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