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ABSTRACT

Background: The rapid advancement of artificial intelligence (AI) technologies has opened new
avenues in the diagnosis, treatment, and management of psychological disorders. With increasing global
demand for mental health services and a shortage of qualified professionals, Al-based interventions
offer scalable, data-driven solutions. This systematic review aimed to evaluate the effectiveness of Al
interventions in treating psychological disorders by analyzing recent empirical evidence.

Methods: In this systematic review, English-language articles examining the effectiveness of Al
interventions in the treatment of psychological disorders were identified using targeted keywords
across major international databases, including Google Scholar, PubMed, ProQuest, Embase,
PsycINFO, and Scopus, covering the period from January 2017 to April 2025. The initial screening
and selection process was guided by predefined inclusion and exclusion criteria. To ensure
methodological rigor, all studies were evaluated using the PRISMA framework. Following a
comprehensive quality assessment, 39 articles that met the required standards and aligned with the
research objectives were selected for in-depth analysis to address the study’s research questions.

Results: Key findings from the 39 reviewed studies showed that Al interventions significantly improve
diagnostic accuracy and enable early detection of psychological disorders, particularly depression and
anxiety. Al tools, such as chatbots, mobile apps, and digital platforms, contributed to symptom reduction
and enhanced treatment personalization based on patient-specific data. Many studies highlighted the
scalability, accessibility, and cost-effectiveness of Al-supported interventions. Patients generally showed
high acceptance, especially for tools aiding in symptom monitoring, while clinicians expressed more caution.

Conclusion: This systematic review highlights the significant potential of Al interventions to
transform the diagnosis and treatment of psychological disorders. Al technologies improve
diagnostic precision, facilitate early detection, and enable personalized treatment approaches,
offering scalable and cost-effective mental health solutions. Despite promising outcomes,
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Introduction

he prevalence of psychological disorders

continues to rise globally, imposing sub-

stantial burdens on individuals, families,

and healthcare systems [1]. Mental health

disorders, such as major depressive disor-
der, generalized anxiety disorder, bipolar disorder, and
schizophrenia not only diminish quality of life but also
contribute to increased morbidity, disability, and mor-
tality worldwide [2]. Despite advances in psychophar-
macology and psychotherapy, traditional mental health
care delivery remains challenged by delays in diagnosis,
heterogeneity of clinical presentations, limited access to
specialized care, and variability in treatment response
[3]. These challenges necessitate innovative approaches
to enhance early detection, optimize personalized treat-
ment, and improve overall clinical outcomes [4]. Against
this backdrop, artificial intelligence (AI) has emerged as
a transformative technology with the potential to funda-
mentally reshape mental health diagnosis, intervention,
and management [5].

Al refers to the development of computer systems ca-
pable of performing tasks that typically require human
intelligence, including learning, reasoning, problem-
solving, and pattern recognition [6]. In mental health
care, Al encompasses various subfields, such as machine
learning (ML), natural language processing (NLP), com-
puter vision, and deep neural networks [7]. These tech-
nologies enable the extraction and analysis of complex
and high-dimensional data from diverse sources, includ-
ing electronic health records (EHRs), neuroimaging
scans, genetic profiles, speech and behavioral patterns,
and digital phenotyping via smartphones and wearable
devices [8]. By leveraging this data, Al systems can
identify subtle clinical markers, predict disease trajecto-
ries, and tailor interventions with unprecedented preci-
sion, thereby offering an evidence-based complement to
traditional clinician judgment [9].

The increasing global burden of mental disorders is
compounded by a significant shortage of qualified men-
tal health professionals, particularly in low- and middle-
income countries, and in underserved rural areas [10].
This treatment gap leads to underdiagnosis, delayed in-
terventions, and poor prognosis for many patients [11].
Digital mental health technologies powered by Al offer
scalable and cost-effective solutions capable of extend-
ing the reach of care beyond traditional clinical settings
[12]. For instance, Al-driven mobile applications and
conversational agents (chatbots) provide continuous
symptom monitoring, psychoeducation, cognitive be-
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havioral therapy (CBT), and crisis support accessible
anytime and anywhere [13]. These modalities not only
improve patient engagement and adherence but also re-
duce the stigma and logistical barriers often associated
with face-to-face therapy [14].

Despite the significant potential of Al to revolutionize
psychological care, its integration raises critical ethical,
legal, and practical concerns [15]. The use of sensitive
mental health data necessitates robust privacy protec-
tions and transparent data governance frameworks to
maintain patient confidentiality and trust [16]. Algorith-
mic bias and lack of representativeness in training da-
tasets can perpetuate health disparities and reduce the
validity of Al applications across diverse demographic
and cultural populations [17]. Additionally, overreliance
on Al could inadvertently diminish the therapeutic alli-
ance, a core factor in successful psychological treatment,
by sidelining human empathy and nuanced clinical deci-
sion-making [18]. Therefore, ethical frameworks, rigor-
ous validation studies, and clinician training programs
are essential to safeguard patient welfare and maximize
the benefits of Al-assisted interventions [19].

In recent years, a burgeoning number of empirical stud-
ies have investigated the efficacy and utility of Al-based
interventions for psychological disorders [20, 21]. Re-
search has demonstrated AI’s capability to improve diag-
nostic accuracy through automated pattern recognition in
neuroimaging and speech analysis, facilitate early identi-
fication of prodromal symptoms, and enhance treatment
personalization through adaptive algorithms that adjust
therapeutic content based on real-time patient feedback
[22]. Randomized controlled trials (RCTs) and observa-
tional studies have also reported positive outcomes in
symptom reduction and functional improvement using
Al-facilitated digital therapeutics [23]. However, het-
erogeneity in study methodologies, sample populations,
intervention modalities, and outcome measures poses
challenges for drawing definitive conclusions, under-
scoring the need for systematic synthesis and critical ap-
praisal [24, 25].

Given the rapid integration of Al into healthcare, it is
both urgent and essential to understand its true impact
on the treatment of psychological disorders [26]. Despite
notable technological advances, significant gaps persist
regarding the efficacy, safety, and ethical considerations
of Al-driven mental health interventions [27]. This sys-
tematic review sought to critically synthesize the exist-
ing empirical evidence to clarify the benefits, limitations,
and practical challenges of Al applications within this
field. By doing so, it aimed to equip clinicians, research-
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Table 1. Research questions of the present study
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Parameter Research Question
What What key factors contribute to the adoption and positive perception of Al-based tools by mental health professionals
and patients?
Who Which specific groups of patients are most likely to benefit from Al-based psychological interventions?
When Under what clinical conditions or stages of treatment are Al-based psychological interventions most effective?
How How can Al tools and technologies contribute to the reduction and management of psychological disorders?

ers, and policymakers with the knowledge needed to
make informed, evidence-based decisions that optimize
therapeutic outcomes while safeguarding patient rights
and well-being. Ultimately, this work highlights the im-
portance of responsible innovation—balancing cutting-
edge technological advancements with compassionate,
human-centered mental health care. Through a compre-
hensive analysis, this review evaluated the effectiveness
of Al interventions in treating psychological disorders by
drawing upon recent empirical findings.

Methods
Study design

The present study is a systematic review conducted fol-
lowing the PRISMA [28] framework, aiming to investi-
gate existing research on the effectiveness of Al inter-
ventions in the treatment of psychological disorders. The
research was guided by a structured set of questions ad-
dressing key dimensions, such as purpose, target popula-
tion, timing, and mechanisms of Al-based psychological
interventions (Table 1).

Search strategy

A systematic search was conducted using specialized
keywords, such as “artificial intelligence,” “‘machine learn-
ing,” “digital mental health,” “psychological disorders,”

Table 2. PICOS framework guiding study selection and analysis
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and “Al-based interventions” across several English-
language scientific databases, including Google Scholar,
PubMed, ProQuest, Embase, PsycINFO, and Scopus, cov-
ering the period from January 2017 to April 2025.

Eligibility criteria

Studies were included if they targeted patients with
major depressive disorders and anxiety symptoms and
assessed the success of Al-operated solutions in the di-
agnosis, prevention, or treatment of psychological syn-
dromes. Only articles that utilized quantitative, qualita-
tive, semi-experimental, or experimental designs were
included. Additionally, the published works had to meet
the criteria for qualified research and be available in full-
text format in English. Through this stringent inclusion
system, the analyzed information consisted solely of
high-quality evidence focused specifically on the role of
Al in mental health interventions as guided by the PI-
COS framework (Table 2).

Risk of bias assessment

The risk of bias among the studies included was also
independently assessed by different researchers using
commonly available standardized checklists according
to the study design used. In the case of quantitative stud-
ies, the evaluation criteria were selection bias, perfor-
mance bias, detection bias, attrition bias, and reporting

Component Description

Specifics for This Study

Population (P) Target group of the study

Intervention (1) Intervention being evaluated

Group or method used for

Comparison (C) comparison

Qutcomes (O} fectiveness

Study Design (S) Type of study

Patients with psychological disorders, especially depression and anxiety

Al-based interventions, including chatbots, mobile apps, and digital plat-

forms

Traditional treatments, placebo, or no intervention

Outcomes used to assess ef- Improved diagnostic accuracy, early detection, symptom reduction, personal-

ized treatment, patient acceptance, and usability

Systematic review following the PRISMA framework; 39 selected articles

published between 2017-2025, assessed quality
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bias. Qualitative studies were evaluated based on cred-
ibility, transferability, dependability, and confirmability.
Semi-experimental and experimental trials were also
evaluated and rated in terms of randomization and al-
beit concealment of allocation, blindness, completeness
of outcome data, and selective reporting. Conditions
where there were discrepancies among reviewers were
addressed through discussions and consensus. Studies
with a high risk of bias according to the critical areas
were impounded, and their impact on the overall find-
ings of the review was considered, with the transparency
and methodological rigor being upheld.

Effect measures

The strategy facilitating the assessment of the effect of
Al-based interventions was critically evaluated based on
the combination of quantitative and qualitative metrics.
To conduct quantitative research, the effect measures
were accuracy, specificity, sensitivity, area under the
curve (AUC), predictive values, mean differences, and
effective sizes wherever possible. Thematic analysis,
vote of participants, and response behavior or cognitive
changes were used in evaluating qualitative studies. To
ensure consistency, comparability, and reproducibility
of the effect measures across studies, all effect measures
were abstracted onto a structured data extraction form.
The methodology presented an effective process of syn-
thesizing Al effectiveness and enabled useful cross-study
comparisons irrespective of methodological details.

Quality assessment

All retrieved articles were evaluated using keyword
searches focused on neuropsychological factors asso-
ciated with brain abnormalities in patients with major
depressive disorder accompanied by anxiety symptoms.
To ensure thoroughness, the reference lists of eligible
studies were also reviewed for additional relevant sourc-
es. Each of the 39 selected articles was independently
analyzed by the researchers, who extracted data using
a structured content analysis form. Any discrepancies
were resolved through consensus, with strict adherence
to the inclusion criteria to ensure that only studies ad-
dressing the effectiveness of Al interventions in treating
psychological disorders were included.

The quality of each study was assessed using a stan-
dardized checklist covering various criteria, including
the alignment of article structure with the type of study,
clarity of research objectives, characteristics of the study
population, sampling methods, data collection instru-
ments, appropriate statistical analyses, defined inclusion
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and exclusion criteria, ethical considerations, accurate
reporting of results in line with objectives, and discus-
sion grounded in prior literature [29]. Based on estab-
lished methodological standards, articles were rated on
a binary scale (0 or 1) across relevant criteria for quan-
titative (6 criteria), qualitative (11 criteria), semi-experi-
mental (8 criteria), and experimental (7 criteria) studies.
Studies were excluded if they scored <4 in quantitative
research, <6 in experimental or semi-experimental de-
signs, or <8 in qualitative studies [30].

Data collection and extraction

The abstracts of 862 published articles were initially
screened, and duplicate entries were systematically re-
moved through multiple stages. Following this rigorous
selection and quality assessment process, a total of 39
articles were identified for comprehensive review and
data extraction (Figure 1).

Results

The present study systematically reviewed all available
English-language articles addressing the effectiveness of
Al-based interventions in the treatment of psychological
disorders. Table 3 presents a comprehensive summary of
these 39 studies, including the authors, purpose, sample
characteristics, country or scope, research methodology,
and key findings.

Tables 3 and 4 collectively illustrate two complementa-
ry strands of research on the integration of Al in psycho-
therapy. Table 3 encompasses empirical and data-driven
studies that provide measurable evidence of Al’s effica-
cy in clinical and therapeutic contexts, employing RCTs,
observational designs, and psychometric validations to
evaluate performance indicators, such as accuracy, sensi-
tivity, and treatment outcomes. In contrast, Table 4 com-
piles conceptual and review-based works that delineate
the theoretical, ethical, and methodological foundations
of Al in mental health, yet largely lack experimental
validation. This juxtaposition highlights a clear research
gap: while empirical studies demonstrate the practical
feasibility of Al tools, they often omit deeper theoretical
framing, whereas conceptual studies discuss ethical and
systemic implications without empirical support. The
present study positions itself at the intersection of these
two domains, empirically addressing the conceptual and
ethical challenges identified in prior reviews and thereby
contributing novel, evidence-based insights into the ap-
plication of Al within psychotherapeutic practice.
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Figure 1. PRISMA flowchart outlining the research results

Study characteristics

This review encompassed 39 studies from a diverse
range of countries, including Iran, the United States,
Germany, Denmark, China, India, the United Kingdom,
Poland, Australia, Italy, Turkey, Ukraine, and multiple
studies with a global or multi-country scope. The study
designs span RCTs, cross-sectional surveys, systematic
and narrative reviews, conceptual analyses, and feasi-
bility studies. Sample sizes vary widely, ranging from
small clinical groups (e.g. 9 to 104 participants) to large
populations exceeding thousands (e.g. 4,500 or more
app users). The diversity of study designs and popula-
tions reflects the broad interest in exploring the integra-
tion of Al into mental health diagnostics, treatment, and
psychotherapy support worldwide.
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[TD L]

Key findings of Al interventions

Key findings consistently highlight the promising po-
tential of Al and ML technologies in enhancing mental
health care. Al-powered tools demonstrated improved
diagnostic accuracy, facilitated the early detection of de-
pressive and anxiety disorders, and enabled personalized
treatment plans based on patient-specific data, including
behavioral markers, genetic information, and clinical
history. Several studies reported significant reductions
in anxiety and depression symptoms with Al-supported
interventions, including digital programs, chatbots, and
mobile apps, which often offered scalability, acces-
sibility, and cost-effectiveness compared to traditional
therapy. Importantly, many studies emphasize the com-
plementary role of Al alongside human clinicians, ad-
vocating for hybrid models that leverage AI’s strengths
without undermining the essential human connection in
psychotherapy.
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Al Algo- Evaluation
Author(s) Purpose Sample Country  Method Results rithms Metrics
Evaluating Al-pow- Traditional therapy a_nd Accuracy: 0.82,
ered chatbot “Friend” chatbot reduced anxiety Sensitivity:
Spytska [1] - 104 women  Ukraine RCT (45-50% and 30—35%)  NLP chatbot e
vs traditional psycho- . 0.79, Specific-
Chabot provided scalable ;
therapy ity: 0.85
support
. .+ The Al-supported group at-
Sadeh-Shar- Assessing the Elegs AEEy tended 67% more sessions, il platfqrm
- Health Al platform 47 adults USA methods - . (unspecified N/A
vit et al. [2] subporting CBT research with depression reduced ML)
PP g by 34% and anxiety by 29%
. . Al is perceived as acces-
Varghese et Explor!ng public . Quantitative  sible and cost-effective, _Al-suppo[’ted
perception of Al vs 466 adults India . interventions N/A
al. [5] survey fostering moderate levels o
therapy (unspecified)
of trust
. L Significant reductions in L _ Accuracy: 0.88,
Palmer et Evaluapr_mg die A.‘I 299 partici- anxiety were observed, el plat' Sensitivity:
driven digital anxiety UK RCT . . : form (unspeci- o
al. [7] rogram pants with benefits being sus- fied ML) 0.85, Specific-
prog tained over time ity:0.90
Al enhances psychothera- Al chatbots
Nelson et al. Exploring Al integra-  Conceptual Theoretical/  py through chatbots and -
: - . USA . d & predictive N/A
[10] tion with CBT analysis Applied personalized treatment models
plans
. High acceptability;
Examining the Youper o . _
Mehta et al. Al app for anxiety & 4517 users USA  Observational symptom reductlor)s, early Al therapy app AUC: 0..81, Ac
[11] d . improvement predicted by (ML-based) curacy: 0.80
epression . -
emotion regulation
Evaluating wearable . Wearable  Accuracy: 0.78,
L¢;f(?[|1(j;]et biosensors for OCD & :rixsgt};—ds Denmark  Pilot study mgﬁ;ﬂg': Tol\;Iiyirsan;Te q Sensors+ ML  Sensitivity:
’ ML prediction P 4 & P prediction 0.75
ET - Assessing the Tess Symptom reduction Accuracy: 0.84,
[14] * chatbot for depres- 75 students USA RCT and cost efficiency were  NLP chatbot  Sensitivity:
sion/anxiety achieved 0.80
Generative Al (ChatGPT-4)
Examining the ef- and social media positively
fects of generative influence academic perfor-
Al (ChatGPT-4) and mance and psychological ChatGPT-4 Not specified
Shahzad et  social media use on 441 university China PLS-SEM well-being. CL positively (Generative (statistical
al. [18] students’ academic students mediates the effects of Al) validation via
performance and psy- social media but negatively PLS-SEM)
chological well-being mediates the relationship
in CL contexts between Al and perfor-
mance/well-being
. All groups showed
Danieli et al. Evalua_tmg the T.EO 4 groups (>55 improvement, with high Al mobile
mobile agent in Italy RCT - . . Accuracy 0.79
[19] e y) satisfaction reported in the agent (TEO)
Y CBT+TEO group
D'Alfonso et Developing the MOST Young indi- Personalized content de-
web app for early ing Australia RCT livered through Al and NLP Al+NLP Accuracy 0.83
al. [20] . viduals .
psychosis has improved engagement
Bilge et al. Attitudes toward Alin 723 partici- SRy . Reliable for assessing at-
: Turkey  psychometric ; N/A N/A
[22] psychotherapy pants S titudes toward Al
validation
Introducing A experi- emoLDAnet achieved high Deep learnin
emolLDAnet, an p detection rates for LDA, p g
. mental study h (VGG11),
Al-driven framework combinin with F1-scores greater DTs. OCC- F1-score
. to detect LDA from - . ning than 80% and Kendall’s 4 (>80%), Kend-
Liu et al. [23] - 50 participants  China question- : . PAD-LDA , .
video-recorded . - correlation coefficients ., all's correlation
- - naires, inter- - T psychological
conversations using - exceeding 0.5, indicating (>0.5)
. . views, and Al . . transforma-
facial expressions and - ) strong alignment with .
. - . video analysis L tion model
physiological signals traditional assessments
Shafiee Rag AN reading compre- - (. oo, Controlled  Improved comprehension Al )
hension & engage- Iran . educational Accuracy: 0.80
[24] study experiment & engagement . -
ment intervention
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Al Algo- Evaluation
Author(s) Purpose Sample Country  Method Results rithms Metrics
Evaluating the viabil- Significant decrease in
ity, acceptability, and Pilot random- anxiety symptoms in the Statistical
potential impact of 181 univer- ized controlled experimental group; no significance
using Tess, an Al chat- trial (8 weeks);  significant changes in Al-based (P<0.02)
Klos et al. - sity students . - . -
bot, for assessing and o Argentina Mann- depression. High engage- psychological and engage-
[25] . .~ (87.2% female, . . :
alleviating depression Whitney U, ment was noted, with an chatbot (Tess) ment metrics
> aged 18-33) -
and anxiety symp- Wilcoxon, and average of 472 messages. (messages
toms in university t-tests Tess demonstrated good exchanged)
students usability and acceptability.
The findings support
Boucher et Review of Al chatbots diagnostics, symptom
al. [26] in DMHIs Case study Global Case study management, and ethical Al chatbots N/A
i implications
Randomlzeq Baseline data accurately
. . controlled trial . - .
Using machine learn- . predicted changes in Correlation
- ) ; with 9-month - ] -
ing to predict which . depression and anxiety coefficients
individual likel follow-up; - Ensemble -
Jacobson et Maviduals arefixely g4, partici- ensemble ma- symptqms ('-.NO'.48._Q'57)' of machine (r—0.48%—
to benefit from digital USA : . = ML can identify individuals ] 0.569, with
al. [27] s pants chine learning . learning o
psychiatric interven- s who are most likely to re- 95% Cl the
. ) prediction o - models h
tions for depression based on spond positively to digital uncertainty
and anxiety treatments for personal- around r)
pre-treatment zed care
data
Unblinded The.ch.at.bot group showed
Comparing the effec- randomized LT e
X . in depression (F=22.89; PHQ-9, GAD-7,
tiveness of a chatbot- N controlled trial -
N 83 university R P<0.01) and anxiety PANAS, CSQ-8,
delivered therapy (16 weeks); — A Al-based -
. o ! students (aged . A (F=5.37; P=0.02), along WAI-SR, with
Liu et al. [31] vs. bibliotherapy in . o China question- . . d therapy L
) . 19-28; 55.4% N with a higher therapeutic statistical
reducing depression naires: PHQ-9, . _ . chatbot S
A female) alliance (t=7.29; P<0.01). significance
and anxiety among ST, Feedback indicated that (P<0.05)
university students PANAS, CSQ-8, .
process factors were more
WAI-SR - -
influential than content
Both the chatbot and
Self-assess-
control groups demon-
ment scales
strated reduced depres- -
. ) 2-arm - - : (depression,
Evaluating the efficacy sion and anxiety. While -
. . open-label L . Al therapy anxiety, worry,
of Fido, a Polish-lan- - . no significant differences . .
81 participants randomized chatbot life satisfac-
guage therapy i . were observed between .., . -
Karkosz et ) with subclini- controlled - (“Fido”) using  tion, and
chatbot using CBT . Poland : groups, frequent Fido . ;
al. [32] X . cal depression trial (2-week CBT and sui- loneliness),
techniques, in reduc- - . - users showed reduced P )
: - or anxiety intervention+ ; . cidal ideation engagement
ing depression and feelings of loneliness. - -
- 1-month detection metrics, and
anxiety symptoms The study demonstrated L
follow-up) -~ A statistical
feasibility and linguistic A
. . significance
adaptability for highly
) tests
inflected languages
Proposing an
intelligent social The chatbot classifies text
therapeutic chatbot . into eight emotion labels
- Design and .
that detects emotions Conceptual/ (happy, joy, shame, anger,
; s , - development . . Accuracy
and identifies users’ experimental disgust, sadness, guilt, and .
Patel et al. . . of Al-based R CNN, RNN, of emotion
mental states (e.g., framework; no India . fear) and infers stress and .
[33] ; o social chatbot . . andHAN detection (not
stress or depression) specific sam- . -~ depression from chat data; o
. using emotion ., . - specified)
from text-based in-  ple reported e it aims to prevent negative
. . classification
teractions to provide thoughts and promote
mental relief for constructive ones
students
. There are positive at-
Wagner & Psychotherapists’ at- 181 psycho- ; .
Schwind [34] titudes toward AI/ML  therapists Germany survey t|tude.s influenced by N/A N/A
perceived usefulness
Aafjes-van Patients’ & clinicians’ 954 patients ?:tlfgtrzggfdn;g;x!: Al-based
Doorn etal. attitudes toward Al patients, USA  Online surveys 8 A 4 prediction N/A
248 clinicians however, clinicians require
[35] tools L models
training
(LD LN
JANAN

Abbreviation: Al Artificial intelligence; ML: Machine learning; LDA: Loneliness, depression, and anxiety; DTs: Decision trees; DM-
HlIs: Digital mental health interventions; HAN: Hierarchical attention network; CL: Collaborative learning; CBT: Cognitive behav-
ioral therapy; NLP: Natural language processing; VR: Virtual reality; RCT: Randomized controlled trial; PHQ-9: Patient health
questionnaire-9; GAD-7: Generalized anxiety disorder-7; PANAS: Positive and negative affect schedule; CSQ-8: Client satisfaction
questionnaire-8; WAI-SR: Working alliance inventory-short revised; CNN: Convolutional neural network; RNN: Recurrent neural
network; HAN: Hierarchical attention network; AUC: Area under the curve; F1-score: Harmonic mean of precision and recall.
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Table 4. Conceptual and literature review works discussing Al applications in mental health

Author(s) Type of Study

Focus/Objective Key Contributions Limitations/Notes

Mixed-methods

Yeasmin et al. [4] review

Torous et al. [6] Literature review

Omiyefa [8] Literature review

Olawade et al. [9] Review

Fiske et al. [15] Thematic review

Ferreri et al. [16] Systematic review

Eid et al. [17] Narrative review

Das & Gavade [36]  Conceptual review
Narrative review

Ricci et al. [37]

Levkovich [38] Theoretical review

Ebertetal. [39] Review/meta-analysis

Cruz-Gonzalez et
al. [40]

Systematic review (85
studies)

Systematic review (28

Beg et al. [41] studies)

Gual-Montolio et
al. [42]

Systematic review (10
studies)

Tornero-Costa et
al. [43]

Systematic review
(129 studies)

Systematic evaluation

Cornelis et al. [44] (20 studies)

Meta-analysis (30
RCTs, 6100 partici-
pants)

Lau et al. [45]

Highlights Al’s ability to enhance
diagnostic timeliness and con-
nectivity

Broad overview; lacks
empirical validation

Al in diagnosis, therapy, and
emotional monitoring

Discusses the potential of gen-
erative Al and integration with
clinical work

Conceptual focus; no
guantitative evidence

Digital mental health technolo-
gies (Al, VR, digital phenotyping)

Summarizes how ML enhances
diagnostic accuracy and predic-
tion

Descriptive review;
lacks primary data

Al & ML in precision mental
health

Theoretical; no applied
experiments

Identifies ethical challenges and
early detection benefits

Al trends, ethics, and future
directions

Narrative only; lacks
empirical findings

Ethical and social implications of Highlights ethical concerns and
embodied Al new treatment modes

Review of secondary
sources

Shows promise of digital tools
and smartphone-based CBT

ML, wearables, and digital phe-
notyping in OCD

Non-experimental;
conceptual focus

Al in depression diagnosis and Describes how Al aids early diag-
treatment nosis and personalization

Discusses personalization and  Theoretical framework
reduced medication reliance only

Al-enabled environments in
anxiety therapy

Conceptual synthesis;
no empirical testing

Summarizes diagnostic and
predictive Al potential

Al for diagnosis & treatment of
major depression

Describes opportunities and
limitations of predictive Al
models

No data-driven valida-
tion

Al in primary care for depression
diagnosis

Therapist-guided IMIs are highly
effective; Al enhances person-
alization

Lacks empirical com-
parison across different
Al methods

Outline features and effective-
ness of IMls with Al

Varied methodologies;
limited longitudinal
data

Accurate detection, prediction,
and treatment monitoring

Al in diagnosis, monitoring, and
intervention

Limited empirical
depth; ethical frame-
work is still evolving

Al effectiveness & ethics in
psychotherapy

Improved accessibility; discusses
ethical considerations

Small sample sizes of
studies; lack of stan-
dardized measures

Positive effects on engagement

Al in psychotherapy in real-time & satisfaction

Many studies lack re-
producibility and robust
validation

Identifies common issues: poor

Al applications in mental health preprocessing, limited validation

Limited to the imaging
domain; early-stage Al
integration

Low automation & integration;
scoring systems proposed

Evaluating automation & Al in
image-guided interventions

Variation in intervention
types and follow-up
durations

Reduced depressive symptoms;
mixed effects for anxiety/stress

Efficacy of Al psychotherapeutic
interventions

LAl
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Table 5. Key features of existing reviews on the effect of Al on mental health
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Author(s)

Main Objective

Type of Medi-

cal Data

., Citation
Al Models Applied Cou

nts Other Relevant Information

Spytska [1]

Sadeh-Sharvit et
al. [2]

Zhou et al. [3]

Yeasmin et al. [4]

Varghese et al.

(5]

Torous et al. [6]

Palmer et al. [7]

Omiyefa [8]

Olawade et al. [9]

Nelson et al. [10]

Mehta et al. [11]

Lanfeldt et al.
[12]

Liu et al. [13]

Fulmer et al. [14]

Fiske et al. [15]

Ferreri et al. [16]

Eid et al. [17]

Shahzad et al.
[18]

Danieli et al. [19]

D’Alfonso et al.
[20]

Bhatt [21]

Bilge et al. [22]

An Al-powered chatbot
“Friend” vs traditional psycho-
therapy

The Eleos Health Al platform
supporting CBT

Al & deep learning in psycho-
logical diagnosis

Al in diagnosis, therapy, and
emotional monitoring

Public perception of Al vs
therapy

DIGITAL mental health tech-
nologies

The Al-driven digital anxiety
program

Al & ML in precision mental
health

Al trends, ethics, and future
directions

Al integration with CBT

The Youper Al app for anxiety
& depression

Wearable biosensors for OCD
& ML prediction

Al for stress detection/inter-
vention

The Tess chatbot for depres-
sion/anxiety

Ethical/social implications of
embodied Al

ML, wearables, and digital
phenotyping in OCD

Al in depression diagnosis &
treatment

Effects of generative Al
(ChatGPT-4) and social media
use on students’ academic
performance and psychologi-
cal well-being in CL contexts

TEO in stress/anxiety

Developing the MOST app for
early psychosis

Al in mental health

Al in psychotherapy

Clinical anxiety
data

Adult therapy
sessions

Psychological
assessment
studies

Literature re-
view + survey

Survey data

Literature
review

Anxiety pro-
gram partici-
pants

Literature
review

Literature
review

Conceptual/
theoretical

App users

Youth-parent
dyads

Literature
review

Students

Literature
review

Literature
review

Literature
review

441 university
students

Adults >55 yrs

Youth

Literature
review

Survey partici-

pants

NLP chatbot

Al platform (un-
specified ML)

CNN/ANN

Al interventions
(unspecified)

Al-supported inter-
ventions (unspeci-
fied)

Generative Al, VR
applications

Al digital platform
(unspecified ML)

Machine learning
(unspecified)

General Al interven-
tions

Al chatbots & pre-
dictive models

Al therapy app (ML-
based)

Wearable
sensors+ML predic-
tion
Al & ML interven-
tions

NLP chatbot

Embodied Al, virtual
therapists

ML, apps, biofeed-
back, VR

Chatbots, predictive
models

ChatGPT-4 (Genera-
tive Al)

Al mobile agent
(TEO)

Al+NLP

Al conversational
agents

N/A

RCT; 104 women, Ukraine; chatbot

28 scalable but slightly less effective than
traditional therapy
57 Mixed-methods; USA; the Al-supported
group attended 67% more sessions
Systematic review; small sample sizes
118 S S
limited validity
6 Global; improved diagnostic timeliness
and emotional monitoring
3 India; Al perceived as accessible and
cost-effective; moderate trust
27 Global; digital phenotyping and VR;

clinician involvement required

UK; RCT; significant anxiety reductions;
2 . -
benefits sustained

Global; improved diagnostic accuracy,

g predictive analytics
Global: early detection, virtual thera-
326 - :
pists, ethical challenges
6 USA; Al enhances psychotherapy via
chatbots and personalized plans
USA; 4517 users; high acceptability;
126 -
symptom reductions
10 Denmark; 18 dyads; feasible symptom
monitoring
Global; continuous screening, neuro-
14 -
feedback promising
USA; 75 students; symptom reduction;
729 -
cost-efficient
880 Global; new treatment modes; ethical
concerns
69 Global; effectiveness of the smartphone
CBT app; digital tools are promising
Global; early diagnosis, personalized
63
treatment
China; PLS-SEM; CL positively mediates
27 the effects of social media and nega-
tively mediates the link between Al and
performance/well-being
Italy; 4 groups; CBT+TEO satisfaction
64 .
high
Australia; personalized content; engage-
259 -
ment improved
Global; 95 studies; positive impact;
25
more research needed
1 Turkey; 723 participants; reliable for

assessing attitudes toward Al
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. A Type of Medi- ., Citation .
Author(s) Main Objective yp Al Models Applied Other Relevant Information
cal Data Counts
Introducing emoLDAnet Deep learning . - Cr1L
Livetal [23]  todetect LDA from video- 50 participants (VGG11), DTs,0CC- 2  China; Experimental study; F1-score
. >80%, Kendall’s correlation >0.5
recorded conversations PAD-LDA model
y Al in reading comprehension ~ Classroom  Al-supported educa- Iran; controlled experiment; improved
Shafiee Rad [24] . . - 31 -
& engagement study tional intervention comprehension & engagement
Evaluating the viability, ac- 181 university L. . ciomifi
Klos et al. [25] ceptability, and impact of the students (87.2% Al-based psycholog- 177 Acragrstnz::?xa':f’e:II?edeuCc-lt-igi"N;ieEsé’nsEng—l
) Tess chatbot for depression  female, aged ical chatbot (Tess) ¥ » Nigh engag
; ment
& anxiety 18-33)
Hove ey ekel. Al chatbots in DMHIs Case study Al chatbots 376 lelzely supelis d|agr.'|ost|cs, §ympt9m
[26] management, and ethics considerations
Predl;tmg wh|'d_1 |nd|V|du§Is Ensemble of USA; RCT with 9-month follow-up; base-
Jacobson etal.  benefit from digital psychiat- . . < ] :
. . 632 participants machine learning 51 line data accurately predicted symptom
[27] ric interventions for depres-
) . models changes
sion/anxiety ) .
Comparing chatbot-delivered S LT China; Unblinded RCT (16 weeks);
. - students (aged Al-based therapy . o e Tof
Liuetal. [31] therapy vs. bibliotherapy for . 271 reduced depression/anxiety; higher
. X . 19-28; 55.4% chatbot L
reducing depression & anxiety el ) therapeutic alliance
Evaluating the Fido Polish- 8:.l partlcpapts A,I, t.herlfapy FhatbOt Poland; 2-arm open-label RCT; reduced
with subclinical (“Fido”) using CBT . ’
Karkosz et al. [32]  language CBT chatbot for : A - 49 symptoms; frequent Fido users re-
- . depression or & suicidal ideation :
depression & anxiety : . ported less loneliness
anxiety detection S i
pninelier socilhers SoneB
Patel et al. [33] peutic chatbot detecting P CNN, RNN, HAN 116 - coep ’
. framework (no ing to prevent negative thoughts and
emotions & stress .
sample) promote constructive ones
T Germany; 181 psychotherapists, posi-
Wagner & Psychotherapists’ attitudes . . - .
Schwind [34] toward Al/ML Survey N/A 1 tive attitudes influenced by perceived
usefulness
Aafjes-van Doorn  Patients’ & clinicians’ at- . Al-based prediction U.SA; S RN, 248 Al e
- Online surveys 5 patients were more willing to record
etal. [35] titudes toward Al tools models e .
sessions; clinicians need training
Das & Gavade  Al-enabled environments in Literature Al interventions 9 Global; conceptual review; personalized
[36] anxiety therapy review (unspecified) therapy reduces medication reliance
. Al for diagnosis & treatment Literature NLP, chatbots, ML, Global; narrative review; strong poten-
Ricci et al. [37] A . . ; 6 ) . - gl
of major depression review deep learning tial for diagnosis and personalization
Levkovich [38] Alin primary care_depressmn there_lture Predictive Al models 9 Global, early.d.et(.ectl_on, pe_rsonallzed
diagnosis review treatment; limitations discussed
Outline features & effective- Meta-analyses ’ Global; therapist-guided IMls are highly
Ebert etal. [39] ness of IMlIs with Al & RCTs Sk e e 88 effective
Cruz-Gonzalez et Al in diagnosis, monitoring, Literature SVM, random for- 27 Global; 85 studies; accurate detection
al. [40] and intervention review est, ML, Al chatbots and monitoring
Beg et al. [41] Al effectiveness & ethics in thergture Al chatbots, iCBT 25 Global; 2§ st.udle.s; improved accessibil-
psychotherapy review ity; ethical concerns
Gual-Montolio et Alin psycho'Fherapy in real- L|ter§ture Conversational Al 89 Global; 10 studies; p05|t'|ve effects on
al. [42] time review engagement & satisfaction
Tornero-Costa et Al applications in mental Literature ML & Al evaluation Global; 129 studies; common issues:
. 92 R S P
al. [43] health review models Poor preprocessing, limited validation
Cornelis et al. Automation & Al in image- Literature  Al-assisted imaging/ 7 Global; 20 studies; low automation &
[44] guided interventions review robotics integration; scoring systems proposed
- Al-based psy- 30 RCTs, 6100 participants, 9 countries;
Lau et al. [45] Efﬁcacy.of.AI psychz_)therapeu- Meta-analysis  chotherapeutic 5 reduced depressive and anxiety/stress
tic interventions
platforms symptoms

LRI

Abbreviation: LDA: Loneliness, depression, and anxiety; DMHIs: Digital mental health interventions; HAN: Hierarchical
attention network; CL: Collaborative learning.
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Despite these advances, multiple studies caution
against overreliance on Al, underscoring challenges,
such as ethical concerns, data privacy, potential biases
in algorithms, and the need for rigorous validation and
clinician training. Attitudes toward Al varied, with some
clinicians expressing apprehension about replacement
fears, while patients often showed greater willingness to
engage with Al-based tools, particularly in measurement
and monitoring tasks. The literature calls for enhanced
education and transparent frameworks to facilitate ethi-
cal and effective Al integration, ensuring that technolog-
ical advancements augment rather than replace human-
centered care in mental health practice.

Challenges and future directions

The area of Al has massive potential to transform the
delivery of mental health care by allowing prompt diag-
nosis, individualized therapies, and larger-scale support.
There are, however, several critical challenges that are
to be sorted out so that safe, effective, and equitable im-
plementation can be realized. Arranging these problems
into separate spheres can serve to make it clear of exist-
ing limitations are and what future research is.

Ethics and privacy issues

Questions about Al use as mental development tools,
such as patient privacy, data security, informed consent,
and possible algorithm bias, are highly contentious [11,
15, 23]. Clinical and behavioral sensitive data should be
governed with transparency, as it is essential to safeguard
users and maintain integrity. Standardized principles of
ethical guidelines and regulatory frameworks should be
established for Al in mental health devices. It is impor-
tant to encourage interpretable and recordable Al mod-
els, so that both clinicians and patients can understand
and challenge decisions. Moreover, future research
should be conducted in a culturally sensitive manner to
reduce the risk of bias and ensure that interventions are
fair to various groups of people.

Methodological heterogeneity and validation

The available literature has a great range of discrep-
ancies in design, sample, Al algorithms, or outcome
measures, which deems in comparability and synthesis
of meta-analysis [3, 12, 17, 32]. Concise sample sizes
supporting small samples, the temporary nature of fol-
low-ups, and a lack of uniformity in reporting hinder
confidence in generalizability and clinical applicability.
Comprehensive, multi-site, longitudinal studies using a
standardized protocol for data collection, evaluation, and
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reporting are needed. The focus must be on stringent vali-
dation of Al models, repeated research, and pre-regula-
tion of research protocols to ensure methodological trans-
parency, reproducibility, and reliable research outcomes.

Clinician education and development

Inadequate knowledge and awareness among the clini-
cal staff members hinder the program implementation
of Al tools and integration with an established process,
which can decrease usability and engagement [8, 34].
Without proper training, clinicians may underutilize
Al suggestions or misinterpret them, negatively affect-
ing patient care. Systematic clinical training capabilities
should be designed, including Al literacy, decision sup-
port interpretation, and automated workflow integration.
Additionally, hybrid care models should be explored that
do not replace but support human skills, examining their
effectiveness in terms of clinician efficiency, patient out-
comes, and therapeutic relationships.

Explainable Al in clinical care: Enhancing trust
and performance

Black-box Al models that do not provide explanations
for their behavior undermine clinician and patient con-
fidence, ultimately diminishing clinical performance
[20, 31]. Ethical deployment requires transparency and
facilitation of the therapeutic alliance. It is essential to
develop explainable and interpretable Al systems where
the validity of predictions and recommendations is clear-
ly provided. Future research must focus on the impact
of model transparency on clinicians’ thought processes,
patient compliance rates, and overall involvement in the
care process. The philosophy of user-centered design
needs to be implemented to make Al interventions ac-
ceptable and usable for various populations.

Justice, marginalization, and discrimination

Inequality in access to digital health technologies is a
possible contributor to further inequalities, particularly
among underserved or under-resourced settings and
culturally diverse populations [21, 32]. By default, it is
possible that Al interventions may favor privileged popu-
lations. There should be a focus on inclusive Al design
that considers socio-economic, cultural, and geographic
diversity. It is crucial to determine the long-term sustain-
ability, scalability, and cost-effectiveness of these inter-
ventions to ensure widespread access. Further studies are
also required to examine ways to reduce digital literacy
barriers and to incorporate feedback from underrepre-
sented users, thus enhancing both usage and performance.

€):705-722.

715




2025. Volume 15. Special Issue: Artificial Intelligence

716

Figure 2. Distribution of studies by methodological approach (study type)

Effects on the long-term results and sustainability

Most publications focus on short-term results, and
it is unclear whether Al interventions are durable. Un-
derstanding the future effects is essential to determine
clinical utility and inform implementation plans [32,
33]. Longitudinal studies should be conducted to assess
the continuation of clinical benefits, engagement, and
behavioral changes over time. It is important to discuss
interventions under real-life conditions, their scalability,
their impact on healthcare systems, and potential oppor-
tunities for cost savings.

To provide context for the current study, a comparison
with previous review papers is presented in Table 5. This
table summarizes key aspects of earlier studies, includ-
ing the main objective of each review, the type of medi-
cal data used, the Al models applied, citation counts, and
other relevant information.

Figure 2 displays the overall methodological compo-
sition of the reviewed studies. RCTs accounted for the
largest proportion (n=8), demonstrating the growing
empirical validation of Al-assisted psychotherapy tools.
Five studies employed pilot, experimental, mixed-meth-
ods, or observational designs, reflecting exploratory and
developmental efforts in this emerging domain. Another
five studies relied primarily on survey or questionnaire-
based data, including psychometric validations assess-
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ing user or clinician attitudes toward Al. Six papers were
conceptual, theoretical, or literature-based, indicating
strong theoretical grounding and ethical discourse sur-
rounding Al in psychotherapy. Finally, one study utilized
partial least squares structural equation modeling (PLS-
SEM), representing an advanced statistical approach to
evaluating the psychological and academic effects of
generative Al

Figure 3 illustrates the international distribution of re-
search on Al applications in psychotherapy and mental
health. Out of the 22 primary empirical studies analyzed,
the United States accounted for the largest share (6 stud-
ies; 27.3%), followed by China (3 studies; 13.6%) and
India (2 studies; 9.1%). Single studies were conducted
in the United Kingdom, Ukraine, Argentina, Denmark,
Italy, Poland, Australia, Iran, Turkey, and Germany
(each 1 study; 4.5%). In addition, one study (4.5%) was
classified as “Global/International,” encompassing data
from multiple regions or cross-cultural contexts. This
geographical distribution demonstrates growing global
engagement with Al-assisted psychotherapy, though a
notable concentration remains in Western and East Asian
research contexts.

Figure 4 summarizes the distribution of data sources and
participant samples across the included studies. Chatbot-
or Al-based therapy data constituted the majority (n=10;
45.5%), reflecting the growing prominence of conversa-

Bagheri Sheykhangafshe F, et al. Al Interventions for Treating Psychological Disorders. JRH. 2025; 15(Special Issue: Artificial Intelligence):705-722.




Im'ﬂi! ng o "j’! aalth
ovu Il Ul ey va e Tavdnens

Figure 3. Geographical distribution of the included studies

tional agents in clinical and subclinical mental health in-
terventions. Survey-, perception-, or attitude-based data
were used in five studies (22.7%), primarily to assess user
and clinician acceptance, ethical concerns, and perceived
utility of Al tools. One study (4.5%) employed multimod-
al video and physiological data to detect emotional states
through advanced computational models, while one study
(4.5%) utilized wearable biosensor data for predictive
modeling in obsessive-compulsive disorder. Additionally,
one study (4.5%) analyzed classroom and educational en-
gagement data, demonstrating the versatility of Al appli-
cations beyond traditional psychotherapy contexts.

Figure 5 presents the distribution of Al models and
computational approaches reported across the analyzed
literature. NLP and chatbot-based systems were most
prevalent (n=7), emphasizing their role in delivering
automated therapeutic dialogue and emotional support.
Four studies implemented general ML or ensemble pre-
dictive models, focusing on diagnostic prediction and
personalized treatment response. One study used deep
learning architectures (CNN, RNN, HAN) for emotion
classification, and another applied generative Al (Chat-
GPT-4) to assess its influence on academic and psycho-
logical outcomes. A final study integrated hybrid Al and
NLP models, reflecting the trend toward multimodal and
adaptive Al frameworks in digital psychotherapy.
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Discussion
Novelty and significance

This systematic review presents a synthesis of evi-
dence based on 39 studies conducted in various coun-
tries across different study designs, including RCTs,
observational studies, conceptual analyses, and narra-
tive/systematic reviews. In contrast to other reviews that
focused on a specific disorder, a particular Al tool, or
a limited group of interventions, this research demon-
strates a holistic, integrative view of Al applications in
mental health, including diagnostics, monitoring, and in-
tervention. Critically, it emphasizes Al as a supplement
to human clinicians and presents hybrid care models as
the most effective in terms of the quality of the therapeu-
tic process and efficiency [11, 17, 32]. The broad cover-
age of this review allows for the identification of global
trends, underlying factors, and gaps that have emerged,
thereby providing valuable insights for clinicians, poli-
cymakers, and researchers planning to incorporate Al
into mental health systems [21, 32]. This diversity en-
ables the review to highlight the potential of Al in im-
proving clinical decision-making, patient involvement,
and system efficiency.
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Figure 4. Types of data and samples used in Al-based psychotherapy research LD LT

Advancements and research trends

According to the literature, there has been a swift in-
crease in the interest in Al-based mental health interven-
tions since 2017. Previous works have mainly focused
on exploration, small-scale studies, and proof-of-con-
cept, whereas recent articles involve larger sample sizes,
multi-site studies, and more sophisticated ML and deep
learning algorithms for predictive diagnostics and tai-
lored treatment planning [11, 18, 32]. This trend signi-
fies the maturation of Al methodologies, an increase in
the rigor of these methodologies, and a growing belief
in their applicability to clinical cases. The advancement
from conceptual studies to empirically validated inter-
ventions indicates a willingness to implement Al in men-
tal health practice, providing a crucial cutoff point be-
tween scalable and evidence-based solutions [3, 12, 17].

Bagheri Sheykhangafshe F, et al. Al Interventions for Treating Psychological Disorders. JRH. 2025; 15(Special Issue: Artificial Intell

Al models and mechanisms

Mental health has been the subject of a wide range of
Al solutions. Chatbots using NLP are useful in psycho-
education, monitoring symptoms, and therapeutic inter-
action [1, 14, 26]. The predictive aspect of diagnosis,
risk classification, and ML methods, such as support
vector machines, random forests, and neural networks,
enable the suggestion of personalized treatment [13, 23,
29]. Adaptive, real-time interventions are made possible
by reinforcement learning and Al-human hybrid compo-
nents that maximize engagement and clinical outcomes
while preserving the therapeutic relationship [20, 28,
32]. Taken together, these studies demonstrate that Al is
not intended to substitute clinicians but rather to serve
as a powerful complement to their practice, enhancing
accessibility, accuracy, and customization.
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Figure 5. Al models and algorithms applied in the reviewed studies

Clinical impact and patient outcomes

Al interventions have consistently demonstrated better
scores in diagnostic accuracy and have aided in the time-
ly identification of psychological conditions, especially
depression and anxiety [11, 15, 17]. Tailored treatment
plans based on behavioral, genetic, and clinical data en-
hance treatment compliance, patient involvement, and
symptom reduction [5, 7, 32]. Chatbots, mobile apps,
and web-based therapies provided through digital plat-
forms are scalable, user-friendly, and affordable, espe-
cially in areas with a shortage of licensed mental health
workers [6, 22]. Hybrid Al-human models do not com-
promise the ability to achieve treatment efficacy and
foster a therapeutic alliance, which is a significant deter-
minant of trust [32, 35]. Overall, the findings discussed
highlight the transformative capabilities of Al in mental
health care, as it can enhance quality, ethics, and rela-
tionships simultaneously.

Ethical, practical, and implementation consider-
ations

Despite such developments, there are major ethical,
practical, and implementation issues. Key ethical con-
cerns include the privacy of collected data, algorith-
mic bias, informed consent, and Al accountability in
decision-making [11, 15, 23]. Clinicians’ fears, insuf-
ficient training, and integration into existing workflows
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hinder adoption [8, 34]. Strong methodological rigor is
also necessary because of the construct limitations of
algorithms and the lack of standard validation systems
[20, 31]. These concerns need to be tackled to achieve a
safe, equitable, and successful implementation of Al into
practice, thereby enabling scientifically sound, ethically
responsible, and meaningful interventions.

Conclusion

This systematic review synthesized the existing infor-
mation regarding the implementation of Al in mental
health care, including a wide variety of applications,
including, but not limited to, Al-based chatbots, online
platforms, predictive modelling, wearable devices, and
virtual reality-based interventions. Across diverse popu-
lations, study designs, and clinical settings, Al interven-
tions have shown significant potential in increasing the
accuracy of diagnoses, tailoring patient therapy plans,
improving patient interaction, and enhancing accessibil-
ity for individuals with mental health vulnerabilities. It
is noteworthy that Al-assisted platforms could result in
the early diagnosis and prediction of depressive, anxiety,
and stress symptoms, while also supplementing conven-
tional psychotherapy strategies.

Despite these advances, the review found substantial

heterogeneity in study designs, sample sizes, popula-
tions, Al algorithms, and outcome measures, which
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hinders direct comparability and possible meta-analytic
synthesis. Many studies were based on small or homoge-
neous cohorts with short-term follow-ups and varied re-
porting criteria, limiting the ability to draw conclusions
about long-term effectiveness, scalability, and sustain-
ability. The responsible implementation of Al in mental
health care was challenged by the need to include ethical
considerations, transparency, and interpretability, as well
as to maintain methodological rigor.

In conclusion, while Al presents groundbreaking op-
portunities to improve patient-centered mental health
care, its full potential cannot be realized without proper
longitudinal and large-scale studies. Further research
must focus on a broader population diversity, less com-
mon disorders, and two-way Al-human interventions
using standardized integration protocols. Also, the cost-
effectiveness, equity, and long-term outcomes need to be
evaluated. By promoting such integration, Al can be uti-
lized safely and optimally in clinical practice, ultimately
enhancing personalized, ethical, and accessible mental
health care worldwide.

Limitations and future directions

The identified papers demonstrated a substantial op-
portunity to implement Al in mental health care through
chatbots, online services, predictive analytics, and the
integration of wearable sensors. Nevertheless, there are
various limitations to the generalization and compari-
sons of the findings. Direct cross-study comparisons and
meta-analytic synthesis are not possible due to hetero-
geneity in study designs, sample sizes, populations, Al
models, and outcome measures. Most of the research
is based on small, homogeneous, or short-term cohorts,
meaning that long-term efficacy, scalability, and sus-
tainability have not been adequately investigated. Un-
stable reporting, a poor methodological process index,
and inconsistent study quality also make interpretation
and replication challenging. Future studies in this area
should concentrate on large-scale, longitudinal research
evaluations of the sustainability of clinical outcomes,
cost-efficiency, and accessibility in a wide variety of
populations and underrepresented disorders. Prioritizing
Al hybrid interventions with standardized integration
protocols and interpretable models will help minimize
bias, while ethically informed frameworks will be essen-
tial to ensure that implementation is fair, safe, and effec-
tive. Addressing these gaps will improve the reliability,
generalizability , and clinical applicability of Al-based
mental health interventions.
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